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Abstract— The recommendation systems are used in variety of 
the application for rating of products or identifying user 
preferences. In this paper we present a hybrid 
recommendation system using different approaches such as 
web content mining, web structure mining and web usage 
mining. An important application of the recommendation 
system is Website Personalization in which information is 
gathered, processed and analyzed to deliver correct 
information to each visitor at right time. The techniques used 
in web mining have certain drawbacks if used independently. 
An integrated approach will overcome the drawbacks existing 
in these techniques.  
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I. INTRODUCTION 

World Wide Web is massive, explosive and unstructured 
data. In earlier WWW was used as source of information. 
As use of WWW increases, it also plays role in banking, 
marketing and trending. Many of the businesses are running 
on the WWW. Web mining is component of data mining, 
focusing on the World Wide Web as a main resource or 
data for the mining. As data mining process is used extract 
the knowledge from the information, web mining is also 
used for extracting the knowledge from web and can be 
used for different purposes. Web mining uses web site 
structure, contents of individual page, server logs and 
services as its primary data resource. This knowledge can 
be used increase benefits of commercial web sites, 
approaching new trends in market and mainly help users.  

A very important use of web mining is website 
personalization. The system used for web site 
personalization is called as recommendation system uses 
many web mining techniques based on Big Data Analytics, 
Artificial Intelligence and Information Retrieval. Website 
personalization can be defined as adopting the requirements 
or preferences of users for managing the contents of the 
website. This dynamic website content generation can be 
achieved with two methodologies. One easy approach is to 
present a menu for the user, so he/she can manually select 
the preference and change the contents. In web site 
personalization, the part of collecting and analysing 
information about web and user is called as web mining 
which deals with web structure mining, web content mining 
and web usage mining.  

Web structure mining is used to discover useful 
knowledge from the structure of the web site. With this 
method relationship between the WebPages are identified 
with the help of information based on how they are linked 
with each other. This hyperlinked information enables to 
cluster WebPages which has similar structure.  

Web content mining is used to extract useful information 
from web page content. Content mining deals scanning and 
mining of the text present in Webpage. Web pages designed 
with HTML also contained pictures and graphs which are 
also relevant to content mining. In the scanning process, 
contents on the web pages are scanned and clustered with 
similar keywords or texts. When user fires query with the 
search engine, a cluster with keyword existing in query is 
triggered and results are displayed to user. In web 
personalization process, pages visited by user are scanned 
for keywords existing on web contents for identification of 
user interest. Content mining has provided huge area in 
semantic web. Semantic webs are intuitively designed for 
providing more information on web contents with metadata 
and properties, which helps to classify information 
accurately. In semantic web domain ontology provides easy 
way for classification of information. Considering the 
amount of information available on web semantic web 
content mining provides more benefits in web 
personalization as compared with web content based on text 
mining.   

Web usage mining extracts user access patterns from 
web log data or server logs. Website Personalization is 
based on the Web usage mining i.e. extracting useful 
information from the server logs (user history) termed as 
Navigational Patterns. With this one can easily find out user 
interest and provide useful information to the user. Most of 
the related algorithms uses the same techniques for the 
recommendations and ignores structure of the website, 
underestimating rank of pages. Some another approaches 
used for the web mining are clustering, classification and 
association rules. In clustering, data set are structured into 
set of groups using similarity measures such as Hamming 
distance or Euclidean distance. In runtime the current 
session is measured to the predefined groups to set the 
group of the session. While in classification approach, a 
known structure is applied to the new data. Finally 
Association rules try to correlated user behaviour with 
previous stored behaviour. All these approaches are 
resulting in common output, recommendations. 
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II. RELATED WORK 

With more and more information available on the 
internet, the task of making personalized recommendations 
to assist the user’s navigation has become increasingly 
important. Web usage mining requires to model user web 
navigation behaviour. Markov models are very useful to 
model this scenario. Some of the algorithms proposed uses 
clustering approach. A dynamic clustering based method 
can be used to increase accuracy of Markov Models [2]. In 
clustering based methods, classic distance based clustering 
evaluation method determines distance between an object 
and cluster centroid are not suitable in the model based 
clustering domain [3]. Yang Liu, Xiangji [2007], proposed 
a model to capture user access sequences as stochastic 
process, using mixture of Markov models for defining 
relationship in user accesses. The prediction accuracy of 
these Markov models can be increased with higher order 
Markov models. Current frameworks are not suitable hence 
fails [4]. Apart from these Markov based models; some new 
models are exists for prediction of pages such as WebPUM 
[5]. In this approach navigation patterns are clustered for 
online prediction. 

Form another approaches, content Mining is also very 
useful in web site personalization. Web content mining 
describes the discovery of useful information from the web 
content/data/documents. Content mining deals with 
Unstructured Text data mining, semi structured and 
structured data mining [6]. Unstructured data mining 
extracts information form unstructured test files, termed as 
Knowledge Discovery in the Text (KDT). Semi-structured 
and structured data mining uses HTML or XML files for 
information extraction. During content mining, pages are 
categorized into collection conforming to common schema 
and common template [7]. 

In early, k-means algorithm was used to identify the 
recommendation set. A Markov model based approach is 
proposed by [8] which is applied for the learning extraction 
models. For semi-structured and structured documents 
various approaches can be used. In Multilevel Database 
approach hypertext documents are used as data repositories 
which contain lower level information in databases. At 
higher levels Meta data or generalization are extracted from 
lower levels [9] As lots of the information is available on 
web, management of meta data it becomes critical. 
Domains re used to define schema for these Meta data and 
can be used globally [10]. An incremental integration of a 
portion of the schema was done from each information 
source rather than relying on a global heterogeneous 
schema [11]. One more approach is also used Web Query 
System. Web based query systems or languages such SQL 
are used for this. W3QL combines structure queries 
combine’s structure queries and content queries base on the 
information retrieval techniques [12]. WebLog – a logic 
based query language for restricting extracts information 
from web information sources was designed to overcome 
drawbacks in heterogeneous environment [13]. Whereas 
ontologies are content theories about the classes of 
individuals, properties of individuals, and relations between 
individuals that are possible in a specified domain of 
knowledge [14]. 

Ontology generation is the automatic or semi-automatic 
creation of ontologies, including extracting the 
corresponding domain's terms and the relationships between 
those concepts from a corpus of natural language text, and 
encoding them with an ontology language for easy 
retrieval[15]. Automatic Generation of Ontology Based on 
Database discussed about rules for generation of the 
ontology elements based on relational database [16]. 

Automatic Ontology Creation from Text for Nat With 
more and more information available on the internet, the 
task of making personalized recommendations to assist the 
user’s navigation has become increasingly important. Web 
usage mining requires to model user web navigation 
behaviour. Markov models are very useful to model this 
scenario. Some of the algorithms proposed uses clustering 
approach [17]. 

By viewing the Web user’s navigation in a Web site as a 
Markov chain, Markov model can be build a for link 
prediction based on past users’ visit behaviour recorded in 
the Web log file. Assume that the pages to be visited by a 
user in the future are determined by his/her current position 
and/or visiting history in the Web site. Construction of a 
link graph from the Web log file, which consists of nodes 
representing Web pages, links representing hyperlinks, and 
weights on the links representing the numbers of traversals 
on the hyperlinks. By viewing the weights on the links as 
past users’ implicit feedback of their preferences in the 
hyperlinks, we can use the link graph to calculate a 
transition probability matrix containing one-step transition 
probabilities in the Markov model.  

The Markov model is further used for link prediction by 
calculating the conditional probabilities of visiting other 
pages in the future given the user’s current position and/or 
previously visited pages. An algorithm for transition 
probability matrix compression is used to cluster Web 
pages with similar transition behaviours together to get a 
compact transition matrix. The compressed transition 
matrix makes link prediction more efficient [18]. 

III. EXISTING SYSTEM 

The existing system uses Usage based Page rank, 
Localized Usage based Page rank and Hybrid Probabilistic 
Predictive algorithms for generation of the recommendation 
using Markov models. Both of these algorithms use 
Navigational Graph which captures previous user sessions.  

A. Navigational Graph (NG) 

Navigational Graph is weighted directed graph. All paths 
followed in session are started with one special node called 
as ‘Root’ and ends with special node called as ‘End’. An 
edge in graph represents visit of user from one page to 
second page. And weight assigned to the edge is number of 
times user has visited that page from previous page. For a 
single session, there exists a path from start node to end 
node and intermediate nodes in the path are nodes 
representing pages visited by user. Navigational Graph 
represents number of times a page is visited as page weight 
and number of times a link is followed as weight of the 
edge.  
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B. Usage based Page Rank(UPR) 

Usage based Page Rank algorithm computes the rank of 
the page as nth iteration of the following formula. 

ܷܴܲ
 	ൌ 	ߝ	 ∑ ቆܷܴܲ

ିଵ 	ൈ		
௪ೕ→

∑ ௪ೕ→ೖೣೖചೀೠሺೣೕሻ
ቇ 	௫ೕఢ	ூሺ௫ሻ

	ሺ1 െ 	ሻߝ
௪

∑ ௪ೕೣೕചೈೄ
    

 Where, UPR is normalized matrix whose column sum to 
 , indicates set ofݔሻ indicates set of in-links of pageݔሺ݊ܫ ,1
out-links of pageܱݐݑሺݔሻ, ݓ→indicates weight of edge in 
NG, ݓ indicates weight of the page in NG, 
∑ ௫ೕఢௐௌݓ indicates sum of weights of all pages in web site 

and ሺ1 െ  ሻ is the dumping factor set to 0.15. The ranksߝ
generated by UPR are used as transition probabilities of the 
pages and matrix of the same is called as transition matrix 
(TP). 

C. Localized Usage based Page Rank(l-UPR) 

Ranks generated by UPR are applied to small subset of 
NG called as personalized NG (prNG). The fraction of NG 
is expanded with a specified depth d in l-UPR. Expansion 
process include removal previously nodes from NG in the 
current path. 

D. Hybrid Probabilistic Predictive Model(hPPM) 

hPPM defines transition probabilities between pages 
using path prediction and selecting most probable path 
among candidate path depending upon the user's current 
path followed. This algorithm uses Navigational Graph to 
identify path probabilities and extends Morkov Models for 
the prediction. It utilizes sequential dependency of 
navigational behaviour and computes transition 
probabilities using chain rule. For mth order Markov Model, 
the path probability of following the path xଵ → xଶ →. . . →
x୩ equals to, 

ܲሺݔଵ →. . . → ሻݔ ൌ 	ܲሺݔଵሻ 	∗ 	ෑܲሺݔ|ݔି. . . . ିଵሻݔ



ୀଶ

 

IV. PROPOSED SYSTEM 

A new recommendation system integrates transition 
probabilities generated by UPR, l-UPR and hPPM 
algorithms and semantic similarities generated by semantic 
content mining. Recommendations, using semantic content 
mining are generated by creating ontology for the domain, 
calculating taxonomical distances between concepts and 
calculating the semantic similarity between web pages. 
Thus achieving integration of three web mining approaches; 
web structure mining, web usage mining and web content 
mining.  

A. Creating Ontology 

A concept is one node in RDF triple. Ontology i.e. 
concept hierarchy is built by identifying concepts those are 
defined on web pages and specifying relationship between 
the concepts. Two concepts are directly related to each 
other if they are part of same RDF triple.   

B. Semantic Distance and Similarity Measurement  

Distance between two concepts is taxonomical distance 
in concept hierarchy and is computed using Shortest 
Distance Path algorithm. These distances between two 
concepts are normalised using following formula, 

 

,ሺ݊1݁ܿ݊ܽݐݏ݅݀	݀݁ݖ݈݅ܽ݉ݎ݊ ݊2ሻ ൌ 	
ௗ௦௧ሺଵ	ௗ	ଶሻ

௦௧	ௗ௦௧	
   

Similarity is measured as inverse of the normalized 
distance. As distance between two nodes is less, maximum 
is the similarity and distance is maximum, similarity is less. 

,1݁݀ሺ݊	ݕݐ݅ݎ݈ܽ݅݉݅ݏ 2ሻ݁݀݊ ൌ 	1 െ  ݁ܿ݊ܽݐݏ݅݀	݀݁ݖ݈݅ܽ݉ݎ݊

Finally similarity between two pages is defined as the 
average similarity that exists between all nodes defined on 
those pages. Consider, the number concepts defined on 
page x are n1 and number of concepts defined on page y are 
n2. Then similarity between page x and page y is defined as 
below. 

,ݔሺ	ݕݐ݅ݎ݈ܽ݅݉݅ݏ	݁݃ܽ ሻݕ

ൌ 		
∑ ,݅	ሺ	ݕݐ݅ݎ݈ܽ݅݉݅ݏ ݆ሻఢ	ଵ	ௗ	ఢଶ	

݊1  ݊2
 

Thus, similarity matrix DM represents all the semantic 
distance between all pages and is of size 

C. Integrating recommendations   

UPR, l-UPR and hPPM results in set of 
recommendations based on the structure and behavioural 
patterns. These results are updated with similarity indices 
calculated based on the semantic web content mining. Thus 
probability transition matrix TP is integrated with similarity 
matrix DM. The size of these matrices is same-ܰ ൈ ܰ . 
Integration of the results is done as follows: 

 

ܴൣ ܱ, ܱ൧ ൌ ܶܲൣ ܱ, ܱ൧



ە
ۖ
۔

ۖ
1ۓ െ

ൣܯܦ ܱ, ܱ൧
ሾܯܦ∑ ܱ, ܱሿ

, ൣܯܦ ܱ, ܱ൧  0	

											݁ݏ݅ݓݎ݄݁ݐ																							0

 

Where, matrix R is the resultant matrix obtained after 
integration. Oi and Oj indicate two pages represented with 
index numbers assigned to them in both matrices. 
Transition probabilities are updated to reflect semantic 
similarities. 

 

V. EXPERIMENTAL SETUP AND EVALUATION 

The recommendation system discussed earlier works 
offline. It uses some sessions as input to the system and 
some sessions are used for the testing.  
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A. Data Sets Used 

System uses server logs of two different web sites 
http://data.semanticweb.org and http://dbpedia.org. These 
logs are used for creating sessions and are referred as 
SWDF data set and DBPedia data set respectively. For 
SWDF data set logs of three months are used for creating 
sessions, while for DBPedia, logs of one month are used. 
Table I shows details of data sets and sessions. 

 

 
 
 
 
  
 

B. Evaluation of System  

The system is evaluated on the basis of correctness in the 
prediction and improvement in correctness after 
integrations of results. From any test session a path is given 
as input to the system and it is checked that the next page in 
the test session, if it exists in the predictions done by system. 
The proposed system is recommendation system, and hence 
correctness of the system is directly measured on the basis 
of correct predictions done by the system. The prediction 
probabilities of all the framework is determined with 
correct and incorrect predictions generated by framework. 
For given input sets, if number of correct predictions done 
by framework are Pc and number of incorrect i.e. false 
predictions are Pf, then prediction probability P of the 
framework is given by, 

ሺܲሻ	ݕݐ݈ܾܾ݅ܽݎܲ	݊݅ݐܿ݅݀݁ݎܲ ൌ 	
ܲܿ

ܲܿ  ݂ܲ
 

 
C. Results obtained before integration 

Table II, shows the prediction probabilities of the 
framework obtained before integration of the results. 

In Table II, ‘1 MM 1 depth’ indicates, first order Morkov 
Model used in Usage based Page Rank with depth one for 
the path. ‘1 MM 2 Depth’ indicates Markov Model used 
with order one with depth two. ‘2 MM 2 Depth’, ‘2 MM 2 
Depth’ and ‘4 MM 2 Depth’ indicates higher order Morkov 
Model used in l-Usage based page Rank with depth of path 
two and order two, three and four respectively. 

 
In case of SWDF dataset, for first order Morkov Model 

with different depth, results remains same because of the 
framework considers only next immediate 
recommendations. Removing of the pages which are 
already exists in the prNG does not make any changes in 
the results. But in case of DBPedia with depth 2, removing 
already visited page makes children of that page as first 
recommendations with a significant positive effect, 
increasing the prediction probability.  

 
 
 
 

 
 
 
 
 
 
 
As compared to the first order Morkov Model with 

higher order Morkov Models the prediction probabilities 
are less. But considering only higher order Morkov Models, 
as order goes on increasing in SWDF also prediction 
probability increases. This does not exist with DBPedia. In 
case of DBPedia second order Morkov Model with depth 2 
has probability 1, while it is 0 for higher orders. In DBPedia, 
sessions used for test are only 2% of the input session and 
SWDF that is 10.31%. The numbers of input sessions of 
DBPedia are 27% of the SWDF. 

All sessions of SWDF and DBPedia that are given as 
input to the framework, they uses 2225 and 1981 pages 
respectively. If it is assumed that all the sessions contain 
distinct page visits, then SWDF data set has 4 distinct pages 
are in one session, while DBPedia has 12 distinct pages per 
session. As session length used in the framework varies 
from 5 to 30, occurrence of pages in the sessions of SWDF 
is more as compared to DBPedia, this result in more 
numbers of page visits and path frequencies. The prediction 
capability of the framework is also dependent on which 
data set is used. Prediction probability of the framework can 
be increased by increasing the number of sessions used as 
input to the framework. 

D. Results obtained after integration 

The results obtained integration of transition matrix and 
similarity matrix is shown in Table III. 

 
 
 
 
 
 
 
 
 
Comparing Table II and Table III, the results obtained 

after integration of transition matrix and similarity matrix 
shows small improvement in the prediction probability of 
the framework. These improvements with SWDF and 
DBPedia data sets are shown in Figure 1and Figure 2 
respectively. 

The similarity matrix used in the integration was 
obtained from the concept hierarchy build built and is based 
on the taxonomical distances between the concepts. The 
graph created is strongly connected. All concepts are 
connected with each others with small distance in nodes, so 
distances between pages are also very low. When transition 
matrix and similarity matrix, both are integrated, there is 
linear change in the all the values of resultant matrix. The 
linear change in all values of matrix preserves the 
differences that exist in earlier matrix. 

 

Data Set 
No. of 
Input 

Session 

No. of Test 
Sessions 

No. of 
Pages 

SWDF 630 65 2225 
DBPedia 168 5 1981 

Table I- Training and Testing Sessions  

Data Set 
1 MM 

1 
Depth 

1 MM 
2 

Depth 

2 MM 
2 

Depth 

3 MM 
2 

Depth 

4 MM 
2 

Depth 

SWDF 
0.28378

4 
0.28378

4 
0.01204

8 
0.0216

22 
0.06493

5 

DBPedia 
0.06122

8 
0.20482 1.0 0 0 

 
Table II- Prediction Probabilities before integration of transition and 

similarity matrix 

Data Set 
1 MM 1 
Depth 

1 MM 2 
Depth 

2 MM 2 
Depth 

3 MM 
2 

Depth 

4 MM 2 
Depth 

SWDF 0.29632 0.29632 
0.01204

8 
0.0216

22 
0.06493

5 

DBPedia 
0.06322

8 
0.20673 1.0 0 0 

Table III- Prediction Probabilities after integration of transition and 
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VI. CONCLUSIONS 

A variety of recommendation systems with different 
approaches are available for web site personalization based 
on learning of the usage data used to identify behaviour of 
past user. Many of them are exclusively based on the usage 
data and not considering the web site structure as well as 
contents on the page. Exclusive use of different approaches 
leads to be present drawbacks in terms of missing the use 
proper information available. By instinct, data used by the 
different approaches try to overcome the drawbacks of 
single approach to be used. The proposed framework uses a 
hybrid approach to incorporate the web usage mining, web 
structure mining and web content mining.   

The algorithm UPR, which uses usage patterns and link 
structure, is integrated with semantic similarities between 
pages. As earlier UPR is applied in two contexts; one is 
personalized subgraph of NG and second is probabilistic 
predictive models. The results obtained in earlier shows that 
results obtained with hPPM are not promising with higher 
order Markov models. Results generated by the framework 
shows small improvement in the recommendations after the 
integration. These improvement subsists in the lower order 
Markov models, while results of higher order Markov 
models remains unchanged.  

The approach used in the framework, for creation of 
concept hierarchy is based on the relationship of concepts 
and has ignored the relationship that exists in the different 
types properties of the concepts. There exists a path from 
every node to other nodes in the graph- representing the 

concept hierarchy. These concepts, defined on web page as 
part of it, reflect very small difference in similarity of pages. 
When similarities are integrated, changes in values of 
transition matrix are continuous. Deviation in the 
similarities of pages can be improved with number of 
concepts on web pages and relationship between the 
properties of concepts such as object properties, data type 
properties or annotation properties. The semantic web pages 
used for content mining are required to follow the standards 
used for designing the semantic web page, so they can be 
used effectively.  
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Figure 1- Variations in the results of SWDF Data set 
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Figure 2 Variations in the results of DBPedia Data set 
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